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Summary Can we reduce the effect of an attack? Results: VAE
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We provide theoretical justification for it to
WOrk. We use MCMC to get a sample:
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We observe that [reconstructions|are more similar to the

_ reference when we use the proposed method
Adversarial Input

Why does it work?

Gets smaller with each MCMC step

VAE amortization gap
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