
RESULTS - 
CODES RELATIONSHIPS

OVERALL GOAL: FLEXIBLE SUPPORT
The goal of this project is to realize a behaviour
support agent that can provide support in a
flexible way such that the support is constantly
in line with what the user needs. 
This way, the users do not have to adapt
themselves to the technology and can
therefore maintain their own space and
agency. 
Responsible HI: user and agent work together,
shaping their lives in accordance to what they
find important.
Scope and use case and: daily healthy
behaviour or healthy lifestyle

FUTURE WORK
Continue to finalize and expand the codes and relationships
Distill design hypotheses for Alignment Dialogue from this
study
Prototype a conversational agent based on our design
hypotheses
This could then form the basis for a quantitative user
experiment to test the design hypothese
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CURRENT RESEARCH - A USER STUDY ON ALIGNMENT DIALOGUE

Working definition: “when the support
the agent gives doesn’t correspond
with what the user wants or needs.”
This has two aspects:

Because the user model is incorrect
Or because the system picks the
wrong support

What is misalignment?

RESEARCH QUESTIONS
Which different types of misalignment can happen in a behaviour support agent between the agent and the user?
How would the end-users want to talk about the misalignment with the agent when it happens?

How do different types of misalignment affect how they want to interact?
What are the effects of different types of the dialogues on the users in terms of their feelings and relationship with the agent?

Two focus groups (6-7 participants)
Part 1: general questions regarding support agents
Part 2: six misalignment scenarios and dialogues

Different variants of dialogues solving a scenario
Questions regarding:: 

Which (part of) variant of the dialogues do you like? Why?
The relationship with the support agent: do you feel
supported, do they feel in control, etc

METHODOLOGY

When misalignment happens, one effective
way to tackle it is to have a conversation
between the user and the agent. 
We refer to this as "Dialogue for Alignment:"
a dialogue where they talk about the
situation and how to solve it for better
interaction in the future.

Notion of Dialogue for Alignment

Scenario setting
Prohibition 
Advice to do something
Reminder for not forgetting

Triggering condition (what triggers the misalignment) 
User model is wrong in the first place
Context changes
User’s internal state changes
User’s desired behaviour changes
Right support for the wrong reason

MISALIGNMENT DIMENSIONS

*Note: we use the term "alignment" differently than how it's
used in the dialogue system community, in which it's usually
referred to  the tendency of speakers to reuse aspects of the

language they encounter, such as reusing each other’s words,
the syntactic structure of each other’s utterances, or mimicking

the other's speech rate, etc.

with different severity}

*We are also interested in cases
where the right support is given
for the wrong reasons.


