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Problem Description

Explanation is a prominent topic in AI. However, the explanations provided by existing approaches often lack critical
information, in particular when the data comes with preferences. In this project,

1. we aim to represent the inconsistent knowledge bases (KBs).
2. we will investigate how to explain query answering in the context of inconsistent KBs, particularly when the date
comes with preferences.

In the context of HI scenarios, inconsistencies in knowledge bases (KBs) can also occur for a variety of reasons. These
include shifting preferences, user’s motivation and or external conditions (for example, available resources and
environment can vary over time) (Loan Ho et.al. 2022). We will investigate how to represent the HI scenarios and
provide explanations during query answering.

Argumentation for knowledge base inconsistencies in hybrid intelligence scenarios, KR4HI workshop 2022, Loan Ho , Victor de Boer , M. Birna van Riemsdijk , Stefan Schlobach and Myrthe L. Tielman.

Challenges

e How to explain query answers to users in the case of inconsistency and preferences?
e Where can preferences be elicited from?

Methodology
We proposed a dgeneral conceptual framework for
explaining query answers in KB, in which:
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e Step 3: We use argumentation to explain answers for
w.r.t. different semantics. We propose a notion of
explanation containing both causes and sets of
conflicts. To compute such argumentation-based
explanation, we use admissible dispute trees.

Figure 1: Conceptual Framework

e Step 4: Based on these explanations, persuasion
dialogues are constructed
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evaluation

e Analyze the computational complexity of computing Figure 5: A persuasion dialogue created from g,
the argument-based explanations both empirically
and theoretically.

Source code: https://github.com/LoanHo88/LAFP-framework.git

d Hybri - . UNIVERSITY
:-rl\{lealligence VU %’ AMSTERDAN TUDelft OF TWENTE.


https://intimate-computing.net/my-papers/2022/ho22kr4hi.pdf

